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Abstract. Monte Carlo simulations of lattice spin models represent a
powerful method for the investigation of confined nematic liquid crystals
and allow a study of the molecular organization and thermodynamics of
these systems. Here some models of confined liquid crystals, such as polymer
dispersed liquid crystals, twisted nematic, in-plane switching liquid crystal
displays and hybrid aligned films are described together with their computer
simulations.

1. Introduction

Confined nematic systems are a class of materials of wide interest both
from the technological and basic research point of view [1]. The first as-
pect is obvious since a large number of electroptical devices is based on the
properties of nematics confined in suitable geometries and boundaries. The
academic interest is related to the effects that confinement induces on the
phase transitions and on the molecular organization of these systems. This
organization in turn stems from a competition between the effects due to
surface boundary conditions, to the nematic ordering inside the system and
to the disordering caused by temperature. Many experiments and theories
have been employed to improve our understanding of these phenomena, but
Monte Carlo (MC) simulations seem to be a particularly useful method in
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studying relatively small lattices of confined nematics, particularly in the
presence of complex geometries or boundary conditions not amenable to
analytic solutions. The need of understanding and predicting experiments
where orientational ordering plays the key role makes the simple spin mod-
els, introduced in the previous Chapter, a convenient and flexible tool to
simulate fairly realistic experimental conditions. In particular this technique
has proved useful in investigating droplets with fixed surface anchoring [2]
mimicking polymer dispersed liquid crystals [3], nematic displays [4, 5] and
hybrid aligned nematic cells [6]. Here we wish to present some examples of
applications of the model systems.

2. Polymer dispersed liquid crystals

Polymer dispersed liquid crystals (PDLC) [3] are composite materials that
consist of microscopic nematic droplets, with typical radii from a few hun-
dred Angström to more than a micron, embedded in a polymer matrix.
These systems are interesting for technical applications [3] but PDLC also
represent practical realizations of systems exhibiting topological defects of
interest in many fields of physics [7]. A number of experimental works have
considered different boundary conditions at the droplet surface, for example
radial [8, 9], axial [9], toroidal [10] and bipolar [8, 9, 11] that can be obtained
by choosing the polymer matrix and the preparation methods. Additional
effects of interest come from the application of external, electric or mag-
netic, fields [8]. MC simulations have been used to study PDLC in a variety
of these physical situations: different boundary conditions [12, 14, 16], influ-
ence of the anchoring strength at the nematic/polymer interface [13] and
the effect of an external applied field [15]. Particular attention has been
devoted to simulating quantities that can be directly observed in real ex-
periments in an attempt to bridge the gap with experimental investigations
performed on the same systems. For instance, methodologies to calculate
powder deuterium NMR lineshapes and textures observable in polarized
light experiments corresponding to the microscopic configurations obtained
from computer simulations have been developed [2, 15, 16].

The PDLC model used in simulations concentrates on a single droplet
and consists of an approximately spherical sample S carved from a cu-
bic lattice with spins interacting with the Lebwohl-Lasher (LL) potential
described in the previous Chapter, while the surface effects are modelled
with an external layer of “ghost” spins, G, with fixed orientations chosen to
mimick the desired boundary conditions. The boundary layer acts on the
inside particles according to the simple pair interaction:

Ui,j = −εijJ [32(ui · uj)2 − 1
2
], for i ∈ S, j ∈ G, (1)
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Figure 1. Monte Carlo configurations for a N = 304 droplet with radial (left), toroidal
(middle) and bipolar (right) surface alignement at a temperature below, T ∗ = 0.2 (top),
and one above, T ∗ = 1.4 (bottom) the nematic/isotropic transition are shown [2].

where the sign of the parameter J determines the main direction of anchor-
ing (parallel or perpendicular to the ghost spins) and | J | its strength at
the polymer surface. When J = 1 the interaction between two neighbors,
one on the surface of the nematic droplet and one belonging to the outside
matrix, is the same as that between two liquid crystal spins, while J = 0
would correspond to a droplet in vacuum. In Figure 1 sample configurations
corresponding to the following three different boundary conditions at the
interface nematic/polymer are presented:
i) Radial boundary conditions (RBC), that are imposed by orienting the
spins in the matrix normally to the local surface, so that they point towards
the center of the droplet.
ii) Toroidal boundary conditions. (TBC) obtained when the spins in the
polymer interface lie in planes perpendicular to the z axis and are oriented
tangentially to the droplet surface.
iii) Bipolar boundary conditions (BBC) for which the ghost spins are
oriented tangentially to the droplet surface and belong to planes parallel to
the z axis.

In Figure 1 we have included for each case the outer layer of oriented
“ghost” spins appropriate to these boundary conditions.
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Figure 2. The heat capacity C∗
V versus reduced temperature, T ∗, as obtained fromMonte

Carlo simulations of lattice model droplets with different boundary conditions: radial
(RBC), bipolar (BBC) and Toroidal (TBC) and with a bulk simulation. The simulations
has been performed on a small lattice (N = 304) and with J = 1.

From the heat capacity behavior reported in Fig. 2 [2] we see that the
nematic-isotropic phase transition is suppressed for small enough confined
systems.

To examine the ordering inside the microdroplet various second rank
order parameters have been calculated for the systems investigated. The
ordinary second rank order parameter, 〈P2〉λ, obtained from diagonaliza-
tion of the ordering matrix [17] (see previous Chapter), is however not
always appropriate as it quantifies the nematic order with respect to an
hypothetical global director which may not exist as such. However, MC
simulations offer the possibility of evaluating some other order parameters
more appropriate to each special case. For example, in case of RBC, it is
not possible to distinguish between a perfect ordered radial configuration
and a completely disordered system just from the value of 〈P2〉λ which
would vanish in both cases. It is then more useful to define a radial order
parameter, 〈P2〉R [12]:

〈P2〉R = 1
N

N∑
i=1

P2(ui · ri), (2)

where ri is the radial vector of the ith spin. For a perfect hedgehog configu-
ration 〈P2〉R = 1, while for a truly disordered system 〈P2〉R = 0 . Following
the same reasoning it is possible to define a configurational order parameter,
〈P2〉C , which tends to one for a configuration perfectly ordered according
to the idealized structure induced by the boundary conditions used. Thus

〈P2〉C = 1
N

N∑
i=1

P2(ui · ci), (3)
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Figure 3. The radial order parameter, 〈P2〉R, versus distance r starting from the center
of the droplet. The results are obtained from Monte Carlo simulations of a RBC lattice
model droplet with 5832 spins at some seletcted temperatures.

where ci is the direction corresponding to the local surface induced align-
ment. For example in the bipolar case ci is a local meridian that lies on the
plane defined by the droplet axis (z axis) and the radial vector ri of the
particle while being perpendicular to ri itself.

An investigation of these configurational order parameters across the
sample is interesting to test theories of the molecular organisation inside
the droplet. In MC this can be achieved dividing the droplet in concentric
shells and calculating the relevant quantities in each region so as to have the
variation of the ordering going from the center to the border of the system.
As an example, the behavior of 〈P2〉R with respect to the distance from the
center is reported in Fig. 3 at some selected temperatures. These results
show, in the nematic region, a ordered core at the center of the droplet,
consistent with a ring disclination [18, 19], with a radius which becomes
larger as the temperature increases.

The standard nematic order parameter 〈P2〉λ shows, quite reasonably,
an opposite behavior; i.e. it is a maximum at the center of the droplet where
the aligned core is found and decreases approaching the surface where the
spins are radially oriented. In Figure 4 the order parameters 〈P2〉λ, for
the three different boundary conditions here considered, are shown as a
function of the distance from the droplet center in lattice units. In the right
hand side plates of Fig. 4 〈P2〉λ is plotted against a scaled distance r/rmax,
where rmax is the radius of the sphere, to investigate if the ordering inside
the droplet depends on the system size or if the behavior is just the same
in these reduced units. As mentioned earlier we expect, for the radial case,
the nematic order to be greater near the core of the droplet (inner shell)
and to decrease in the other shells. It is interesting to notice that in the
RBC case the size of the aligned core does not depend on the droplet size
and has a radius of about 3-4 lattice units [19] (see Figure 4 top) for all the
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Figure 4. The nematic order parameter, 〈P2〉λ, versus distance r starting from the
center of the droplet. The results are obtained from Monte Carlo simulations of various
sizes with radial (top), toroidal (middle) and bipolar (bottom) boundary conditions. The
right plates show the curves plotted against a normalized distance r/rmax.

system sizes studied. This hints that the core size is a true material property
[19] rather than being dependent on the droplet size. The picture changes
completely when going to a planar surface achoring: the nematic ordering
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at the surface becomes larger for the toroidal boundary conditions and then
even larger for the bipolar case with respect to the radial one (Fig.4 middle
and bottom). Moreover the aligned region at the center becomes larger and,
above all, its size increases linearly with the droplet radius yielding almost
superimposed curves for the different system sizes, as shown on the right
in Fig. 4 middle and bottom). We can then say that the behavior of the
planar (toroidal and bipolar) boundary condition systems is the same in
scaled units, differently from that of RBC.

The similarity in the behavior of properties calculated for different sam-
ple sizes strengthens the argument that each of our spins could really be
considered to represent a microdomain of some tens of particles, and that
our results also are applicable to droplets in the micron size, that have been
investigated experimentally [9] by optical techniques.

A particularly interesting case comes from the application of an exter-
nal field, a situation that corresponds to many real experiments. At the
microscopic level this is modeled by adding an extra term to the hamil-
tonian of the system (1). Assuming second rank interactions (L = 2) the
total configuration energy is written as:

U = −
N∑
i

{
N∑
j

εijP2(ui · uj) + εξP2(ui · B)} , j > i, (4)

where B is a unit vector along the field direction and the parameter ξ
depends on the anisotropy of the electric or magnetic susceptivity and on
the field intensity. In this case too we have defined an appropriate second
rank order parameter, which now expresses the molecular alignment with
respect to the field, 〈P2〉B:

〈P2〉B = 1
N

N∑
i=1

P2(ui · B). (5)

Examples of these thermodynamic observables have been presented for
various physical situations for the three boundary conditions listed above
in our works on PDLC systems [15, 16].

2.1. MOLECULAR ORGANIZATION AND DEUTERIUM NMR SPECTRA

Monte Carlo simulations allow us to generate, apart from averages of ther-
modynamic observables, full sets of coordinates and angles representing in-
stantaneous configurations of the lattice that can be used for visualization
(cf. Fig. 1) or to calculate other quantities of interest such as, for example,
polydomain deuterium NMR lineshapes for the model system of fictitious
molecules.
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Figure 5. An example of NMR lineshapes as obtained from Monte Carlo simulations
of a model droplet with radial boundary conditions at a reduced temperature T ∗ = 0.4.
The applied external field is directed along the z axis and its intensity is modulated by
the parameter ξ [15].

Deuterium NMR of deuterated liquid crystals has been frequently used
in studying PDLC droplets [9], particularly when the droplets are so small
that standard optical methods are not viable. The use of 2HNMR allows
focusing on the molecules inside the droplet (the only deuterated ones) thus
giving in principle a direct handle on their properties. Each deuteron with
quadrupole coupling constant νQ and angle θ between effective quadrupole
axis and molecular axis provides a couple of lines at frequency

ωQ(cosβi) = ±3
4
νQP2(cosβi)P2(cos θ), (6)

where βi is the angle between molecule and field axis, and uniaxial sym-
metry of the tensor and of the molecule are assumed. If the effect of the
NMR spectrometer magnetic field on the configuration is negligible, as it
is the case at least for sub-micron droplets [20] then field effects due to the
applied external field can be examined.

In order to calculate simulated lineshapes from the Monte Carlo con-
figurations we have assumed a system of fictitious deuterated molecules
with axis of effective molecular uniaxial symmetry corresponding to that
of the spins [15] as obtained for our configurations. Moreover, if molecular
diffusion can be assumed to be negligible at the chosen experimental con-
ditions, then the deuterium NMR spectrum becomes a powder like one and
can give information on the director distribution or more generally on the
molecular organization. These apparently rather stringent conditions have
been shown to hold in various experimental studies [8, 11].
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In practice the total spectrum for a configuration is calculated as the
sample average

S(ω) =
〈
S[ω, ωQ(cosβi), T−1

2 ]
〉

S
(7)

=
1
N

N∑
i=1

S[ω, ωQ(cosβi), T−1
2 ] (8)

where N is the number of molecules in the droplet. Every particle provides
a line shape contribution.

S[ω, ωQ(cosβi), T−1
2 ] =

∑
p=±1

T−1
2

[ω − pωQ(cosβi)]2 + [T−1
2 ]2

. (9)

In Ref. [15] we have used data appropriate to 4′ − methoxy − 4 −
cyanobiphenyl − d3 (10CB): νQ = 175kHz and θ = 59.45 degrees corre-
sponding to the angle between CD3 axis and molecular axis and consistent
with the assumption of fast rotation of the CD3 group, as from Ref. [8] and
an intrinsic line width T−1

2 = 200Hz. This establishes a correspondence
between kHz and the arbitrary units used for the frequency scale. The re-
sulting spectrum is then further averaged over a number of configurations
to improve the signal to noise ratio. An example of NMR line shapes cal-
culated from an average over droplet configurations of a RBC droplet with
N=5832 at different field strengths, ξ, is shown in Fig. 5 [15]. The deu-
terium splitting is a maximum when the molecules have their principal axis
parallel to the applied field. At the lowest field, the droplet configurations
is characterized by a near perfect hedgehog configuration and this gives rise
to a lineshape characteristics of an essentially three dimensionally isotropic
distribution of molecules with respect to the direction of the applied field.
At stronger fields the population of molecules parallel to the field increases
and the lineshape progressively reduces to a doublet corresponding to the
parallel splitting.

In the case of RBC droplets the simulation results are compatible with
a first order transition in the microscopic organization inside the droplet as
the strength of the applied field increases as predicted by Dubois-Violette
and Parodi [21] for a similar system.

2.2. POLARIZED LIGHT TEXTURES

Another experimental technique used to investigate micrometer size droplets
is polarized light microscopy [9]. Also this kind of experimental observables
can be calculated starting from the Monte Carlo configurations of the lat-
tice spin model [16] exploiting a standard matrix approach which has been
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Figure 6. An example of snapshots and polarised optical images as obtained from Monte
Carlo simulations of model droplets with bipolar boundary conditions. Three different
sizes with 11752 (top), 5832 (middle) and 304 (bottom) spins at a reduced temperature
T ∗ = 0.4 are shown.

employed in calculations based on continuum theory [9, 22, 23]. The basic
idea in the matrix approach is that ray optics can be used and that each
site in the droplet is described by a Müller matrix [24]. Then the light ray
passing through a row of particles across the droplet is retarded by the
matrix resulting from the product of the Müller matrices corresponding
to each site in the light path. Each matrix involves the angles φj and θj ,
describing the orientation of a domain j, taken from the simulation data,
and the phase difference which depends on the thickness of the layer, h,
the wave length, λ, and the refractive indices, n0 and ne. In Ref. [16] we
have used h = 5.3µm/(2rmax) (rmax is the radius of the droplet in lattice
units), λ = 545nm, n0 = 1.5 and ne = 1.7, similar to those of the nematic
liquid crystal 5CB [9]. Since we assume the local domain to be basically
unchanged throughout the simulations, thus only describing the disordering
of each domain with respect to the others, we have arbitrarily taken this
intrinsic refractivity to be constant with temperature.

To observe the light retarded by the droplet we assume to have crossed
polarizers placed at each side of the sample cell, Pin and Pout, and the
resulting Stokes vector of the polarized and retarded light beam is thus
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given by [22, 23]:

s = Pout

∏
j

MjPinsin, (10)

where sin corresponds to the Stokes vector of unpolarized light. The inten-
sity is proportional to the first element in the output Stokes vector s. To
improve the quality of the optical image we further average over a number
(typically around 20) equilibrated configurations. A texture obtained from
configurations defined by a lattice of 22×22×22, corresponding to a droplet
of 5832 particles, provides a projection of 22×22 pixels perpendicular to the
direction of the retarded and polarized lightbeams. The intensity of each
pixel is grey coded for each picture with a normalized scale going from
black, lowest intensity of light, to white, highest intensity, with 32 different
grey levels. As an example the simulated optical patterns as obtained from
Monte Carlo simulations of BBC droplets of different sizes are shown in
Fig. 6. It is clear from these images that the basic features of the optical
textures, as obtained experimentally by Doane group [9], are reproduced
even with the smallest droplet size with only 304 spins.

3. Liquid crystal displays

Other quite different types of confined systems are the one dimensional
ones, where a thin nematic film is confined between two surfaces as in the
cells employed in Liquid Crystal Displays (LCD). Although these devices
have been popular for two decades a large part of the know-how on them
seems to be empirical or based on macroscopical continuum models. How-
ever, the range and scale of computer modelling have now grown to the
point where it is possible to try and attempt a complete simulation of a
model display starting from microscopic interactions. The techniques de-
scribed in the previous section allow to simulate LCD images while at the
same time MC can provide a unique tool for understanding and predicting
ordering and microscopic organization inside the display cell. We briefly
describe here the lattice simulations of two types of LCD: the Twisted Ne-
matic (TN) [25] and a more recently proposed one based on the In-Plane
Switching effect [26].

3.1. TWISTED NEMATIC DISPLAY

The spin model we employ tries to catch the essential features of the well
known TN cell. The fixed “ghosts” on the top of the cell are oriented per-
pendicularly to those on the bottom while both are parallel to the cell
surfaces (cf. Fig. 7 left). The alignement induced by these surfaces tends
to propagate inside the liquid crystal cell producing a twisted nematic con-
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Figure 7. The twisted nematic lattice model. (Left): The simulation cell with the ordered
surfaces and the regions in presence (grey) and absence of an applied field. (Right:) An
example of a simulated optical image.

figuration. Periodic boundary conditions are employed around the other
four faces of the cell. Moreover the lattice is divided in a regular array of
sublattices where a field can be applied or not. At a microscopic level this
is realized adding a local second rank term to the LL hamiltonian as in
Equation (4). The field B is directed along the z-axis of the display, i.e.
perpendicular to the oriented surfaces, and a factor F = 1 or 0 in front
of the second term in Equation (4) acts as a switch to turn on or off the
local external field. We assume that an electric field is applied and we take
ξ > 0, corresponding to a material with positive dielectric anisotropy. When
a sufficiently strong field is applied (on region), the molecules on which it
acts align on average along the field direction, while the helical structure
is conserved in the rest of the cell (off region), as schematically shown in
Figure 7 (left plate). An helical order parameter appropriate to determin-

Figure 8. The standard nematic order parameter 〈P2〉λ (left) and helical order param-
eter 〈P2〉H (right) in regions with (squares) and without (circles) the applied field are
illustrated for each layer of the display. The simulation was made at a scaled temperature,
T ∗ = 1.0, and with the applied field strength, ξ = 1.0.

ing the order in the different layers and in the two regions: with external
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Figure 9. A sketch of the operation mode of the In-Plane Switching LC display with
the light propagation direction along the z axis. The alignment direction of the surfaces
is indicated by n. (a) Field off: the polarized light is not transmitted through the cell;
(b) Field on: a layer of nematic molecules rotates and the director twist changes the
polarization of the incoming light which now passes through the analyzer.

field off or on can be introduced. This more specific microscopic quantity
expressing the deviation from the ideal twist configuration, is the helical
order parameter, 〈P2〉H defined [4] as follows:

〈P2〉H =
1
NL

NL∑
i=1

P2(ui · ti), (11)

where NL is the number of particles contained in the Lth layer and ti is the
ideal twist direction at point i. In the limiting case that all the particles lie
in the direction defined by the discretized helix between the bottom and
top surfaces 〈P2〉H = 1. In the field on regions 〈P2〉H becomes negative
corresponding to the molecules being on average perpendicular to the ideal
helix axis. In Fig. 8 the 〈P2〉λ and 〈P2〉H , in the regions with and without
the applied field, are shown. 〈P2〉λ is, except near the surface, higher in the
on than in the off regions.

The link between simulation and experiment can be made more direct
calculating the appearance of the display (Figure 7, right). For the perfectly
twisted organization we obtain the largest intensity of transmitted light,
and the off regions become light grey while the on regions, corresponding
to written symbols, are darker, or ideally black. The appearance of display
hints that simulations could start to be employed in modeling complex
liquid crystal devices.
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3.2. IN-PLANE SWITCHING EFFECT DISPLAY

In this device the top and bottom transparent cell surfaces are treated to in-
duce homogeneous, i.e. surface parallel, alignment along the same direction
(x in Fig. 9). A polarizer and an analyzer, with orthogonal polarization di-
rections (for example along the x and y axis) are placed respectively above
and below the cell. Thus a display element, a pixel say, does not let light
through with no field applied and is black. Differently from the twisted ne-
matic case, the liquid crystalline material filling the cell is chosen to have
a negative dielectric anisotropy. The lateral switching effect is due to the
application of an external electric field (see Fig. 9) across two electrodes
placed at a certain distance from the surfaces and in a plane orthogonal
to the light direction. The field is applied across the cell, and ideally it
acts only on the molecules belonging to a thin intermediate layer of the
liquid crystal sample. Notice that the direction of the applied field is par-
allel to the surface alignment direction but, due to the negative dielectric
anisotropy, the molecules subjected to the field tend to rotate by 90 degrees
so that a twisted alignment is induced between this intermediate layer and
the two aligned surfaces.
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Figure 10. (Left:) An example of simulated optical image of a in-plane switching display
as obtained by a lattice spin model simulation. (Right:) The order parameter with respect
to the field direction (cf. Eq. 5) calculated for the same sample in the region where the
field is active (diamonds) or off (plus).

Contrary to the usual twisted nematic display the light is thus trans-
mitted only where the effect of the field is sufficiently strong and the back-
ground of the image is black. A simulated in-plane liquid crystal display
image is shown in Fig. 10 together with the field order parameters calcu-
lated at each layer of the cell.

4. Hybrid aligned nematic film

The third type of confined system we consider here is a model of an
hybrid cell, with random planar orientation on the bottom surface and
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Figure 11. (Left): The order parameter dependence on temperature in an HAND system
with empty (HEBC) or periodic (HPBC) lateral boundary conditions. As a comparison
the bulk behavior is also reported. (Right): The order parameter calculated at each layer
of the cell for different lateral size systems.

homeotropic, normal orientation at the top. These conditions have been
experimentally realized [6] e.g. placing a liquid crystal film on top of an
isotropic liquid substrate such as polyethylenglycol or glycerine and leav-
ing a free air/liquid crystal surface. The interest on these systems is related
to one of the most important and telling properties of liquid crystals: the
structure of their topological defects, that is points or lines along which it
is impossible to define an order parameter, under different conditions [7].
Lavrentovich [6] has demonstrated that this hybrid nematic liquid crystal
films produce very interesting polarized-microscopy textures that are prob-
ably due to the presence of the two competing boundary conditions. Also
in this case the MC method proves quite useful in studying these patterns
and allows a precise control over the factors involved, such as thickness and
anchoring strength.

The hybrid aligned nematic (HAN) cell [27] is mimicked assuming a
L× L× h lattice with suitable boundary conditions [28]. The spins of the
bottom layer, z = 0, have random fixed orientations in the horizontal (x, y)
plane, while those of the top layer, z = h, are fixed along the surface nor-
mal. Open, i.e. empty space, boundary conditions are assumed on the four
planes surrounding the cell instead of the usually employed periodic BC
with identical replicas surrounding the sample [28]. This artificial period-
icity causes no fundamental artefacts in the modelling of uniform states.
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longest runs performed (120000 cycles, where a cycle is a full lattice up-
date) even though they occasionally migrate outside the sample. The core
of the defect is located near the lower surface; the distortions vanish as one
moves towards the upper plate and the molecules reorient along the z axis.
Note that the results described above are specifically related to the hybrid
alignment of the film. In this case the nematic order parameter < P2 >λ

(see, e.g. [17]) across the film changes substantially for the larger lattices
but not for the small ones (see Fig. 11, right plate).

A striking result of the MC simulations is that the model based exclu-
sively on pure nearest-neighbors molecular interactions mimics the long-
range deformations with topologically stable defects in agreement with con-
tinuum theory predictions.

5. Conclusions

We have described lattice spin models for the simulation of various con-
fined nematic systems. The biggest advantage of Monte Carlo simulations
is the possibility of investigating the system at a microscopic level. More-
over, apart from the usual thermodynamic properties it is possible to define
and calculate specific configurational order parameters suitable for the dif-
ferent types of systems under investigation. Molecular organizations can
be visualized as snapshots but the optics of a simulated device can also
be calculated as shown for applications to models of nematic liquid crys-
tal displays (LCD), polymer dispersed liquid crystals (PDLC) , and hybrid
aligned films.
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