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An example of three-dimensional animation of Monte Carlo simulation results of liquid 

crystal lattice models is presented. Molecular configurations are obtained from Monte 

Carlo simulations on a VAX cluster and downloaded to a 486 personal computer. Visual- 

ization of molecular organizations and of their change at a phase transition is obtained by 

suitable colour coding of orientations and of other relevant physical information on the 

personal computer, and recorded on a VHS system using a genlock card. The animation 

sequences generated have a twofold interest: they are useful for educational purposes 

and, from a scientific point of view, they provide a tool for exploring a large amount of 

data and investigating the phenomena under study in a non-numerical way. 
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1. Introduction 

Monte Carlo simulations are currently used in many fields of science and, in par- 
ticular, represent a very useful tool in Statistical Mechanics since they allow the 
determination of physical observables for systems consisting of a large number of 
interacting particles. The development of powerful computers and more sophisti- 
cated numerical methods now allow these techniques to perform easily computer 

experiments of suitable model systems and in particular of lattice models that play 
an essential role in the study of phase transitions and critical phenomena.’ The out- 
put of the simulations (computer experiments) typically consists of a large amount 
of data of two kinds: averages of thermodynamic observables and sets of coordi- 
nates and angles representing instantaneous configurations of the lattice. While 

*A preliminary version of this work was presented at the Workshop “Computer Simulations of 

Liquid Crystals”, 11 Ciocco, Barga, Italy, 15 September 1991. 
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data of the first kind are treated and analysed numerically, those of the second 
kind are so massive that the use of molecular computer graphics enhances the pos- 
sibility to improve the vnderslanding of the physical problem, as opposed to just 
generating more and more raw data. We have been studying the physics of liquid 
crystals by computer simulations for some years and we have performed a number 
of investigations on different models and systems.2-g Now the need for a clear and 
global visualization of the numerical results is becoming more and more urgent as 
the investigation of more complex models is attacked. Prom our point of view, this 
visualization should allow the detection of particular molecular organizations (e.g., 
the onset or disappearance of ordering, domains, defects, etc.) even in situations 
where it may be difficult to predict these beforehand or where no numerical algo 
rithm exists. Ideally the visualization should be performed easily and should not 
involve filming from a terminal display, which is cumbersome and normally gives 
poor quality with standard equipment. Moreover, it should be done with fairly sim- 
ple and relatively inexpensive equipment, rather with than specialized, dedicated 
one, in order to become a routine, widespread way of representing output data. 
Thus we have chosen to transfer our configurations from the production machine 
to a PC, albeit a fairly powerful one, and use a “genlock” interface card to then 
output to a common VHS tape. 

Here we present an example of this three-dimensional visualization of simulation 
output data, with configurations suitably arranged in an animation sequence to 
show the rather large modifications produced on the molecular organization as the 
temperature is increased from a nematic to an isotropic phase of matter. 

We believe that this package is also suitable for educational purposes: it offers a 
clear representation of an orientational phase transition showing at the same time 
the qualitative microscopic aspects and some quantitative observables. 

The paper is organized as follows. In the next section we briefly describe the 
physical problem and the Monte Carlo simulation of liquid crystals. Then we briefly 
describe the computing environment used to generate the computer graphics and 
our approach to the visualization. In the following section we provide, as examples, 
some clips which are recorded on videotape. 

2. Monte Carlo Simulations 

Liquid crystals constitute a state of aggregation of matter intermediate between 
solids and liquids. lo Their main characteristic is to possess long-range orientational 
molecular order whilst having flow properties similar to those of liquids. This ori- 
entational order can be characterized, at least for systems formed of molecules with 
cylindrical symmetry, by the average of the second Legendre polynomial of the angle 
p between molecule axis and the overall preferred orientation of the liquid crystal 
(the “director”) 
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30 Vimalization of Mo/ecu/a~ Organization and Phase Transitions . . . 1211 

(P2) is one when all molecules are perfectly aligned with the director, and decreases 

with increasing temperature until a weak first-order transition to the isotropic liquid 

state is reached, where (Pz) g oes to zero. This behaviour has been fairly well studied 

both experimentally and theoretically, although many of the features of the phase 

transition, e.g., its critical exponents, are still a subject of discussion. The most 

popular model used in computer simulations of liquid crystal is a lattice model 

originally proposed by Lebwohl and Lasher (LL)” that plays, in this field, a role 

similar to that of the Heisenberg or Ising models in magnetism. In the LL model, 

attention is focused only on the orientational properties and the particles, placed 

at the sites of a cubic lattice, interact through the attractive nearest neighbour pair 

potential: 

Ui>j = -Eij Pz(COS/3ij) . (2) 

Here cij is a positive constant, c, for nearest neighbours particles i and j and 

zero otherwise, pij is the angle between the axis of these two molecules and Pz is 

a second rank Legendre polynomial. This simple model reproduces fairly correctly 

the orientational phase transition and the related physical observables, while the 

choice of fixed positions at lattice sites, even though clearly not correct in reality, 

does not influence the essential orientational behaviour near the phase transition. 

The simulations can be logically divided into two parts: evolution and calculation 

of observables. The first deals with the generation of equilibrium configurations of 

the system starting from a given orientational configuration by Metropolis Monte 

Carlo lattice updates.i The second part, which can be equally time consuming, deals 

with the calculation of the physical quantities describing the state of the system. 

These are averages performed over all the particles of the model (sample averages) 

followed at the end of the calculation by a grand average over the sample averages 

themselves.’ 

The systems that we simulate are formed by a relatively small number of parti- 

cles (a few hundreds to a few thousands) in comparison with those of realphysical 

systems and we have to choose suitable boundary conditions, i.e., the environment 

to surround the sample with, to try to minimize the problem of spurious surface 

and size effects. The common choice is to use periodic boundary conditions (PBC) 

and amounts to having exact replicas of the system filling the space around the 

sample box. Although vastly superior to an empty space boundary, using periodic 

boundary conditions leads to relatively large smearing and broadening of the heat 

capacity and order parameter temperature variation near the transition. This in 

turn means that relatively large samples, with many thousands of particles, have to 

be used to locate the transition even to a moderate precision. We have developed 

a new method, called Cluster Monte Carlo (CMC) described elsewhere,4l7 where 

the boundary conditions are generated so that the ghost particles forming the en- 

vironment outside the sample have on average the same properties as the particles 

inside.4 The method has been successfully tested for various lattice models’b and 

seems to give results comparable to simulations with periodic boundary conditions 
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performed on bigger (up to about 8 times) systems. Another important advantage 
in using non-periodic boundaries is the complete control we have over the bound- 
ary conditions that allows us to simulate, for example, spherical samples with the 
desired characteristics at the surface.g 

A number of properties are calculated. The most important are the dimension- 
less energy U’ z U/kT, calculated as a sum of pair interactions (Eq. (2)), the heat 
capacity Cc, obtained by differentiating the average energy with respect to tem- 
perature, and the order parameters, particularly (Pz). The heat capacity plays an 
important role since the phase transition is located at the temperature correspond- 
ing to the Cc peak. The order parameter cannot be calculated directly from Eq. (1) 
because of director fluctuations during the simulation, and is evaluated with respect 
to the instantaneous preferred direction using the largest eigenvalue of a suitably 
defined ordering matrix. ‘p3 In the visualization, we wish to show on the screen at 
the same time the molecular organization, with a 3D rendering, and the numerical 
values of the observables relative to that particular situation. 

3. Graphics and Animation 

Our graphic application has been developed on a simple 486 PC with a VGA 
(640 x 480 pixels) graphic card. This choice was made in view of the low price 
and wide availability of such systems and the enormous amount of tools and pub- 
lic domain software available. Another advantage is the possibility to connect the 
PC with the “number crunching” machine running the Monte Carlo program via a 
high-speed ethernet link. The graphics have been developed for off-line execution 
mainly because the time spent to produce each image is very low in comparison 
with the time required for producing the simulation data, which could easily be 
many hours to many days of mainframe or workstation. The full sequence of im- 
ages can be made only when a complete simulation is performed. Bearing this in 
mind we have realized the animation using the presentation package GRASP,12 run- 
ning under MSDOS, together with several home-written C programs. GRASP is a 
programming language that, amongst other things, can grab a screen image, save 
it on disk with a particular file format, and load it back for a fast playback of the 
image on the screen. Another very useful tool offered by GRASP is the possibility 
of calling an external program, and we have used this feature to set up an automatic 
procedure to realize the animation - an almost necessary condition for making a 
several hundreds frames animation like the present one. For the actual realization 
of the animation the procedures we have developed are the following: 

- a C program, called “graf.c”, that reads a user specified file containing the input 
data, and draws a screen image (in such a way that when the program stops the 
image remains on the screen) 

- a second program that reads the list of the input files and writes two GRASP 
programs: the first one, called “get.gra”, executes “graf.9 to produce each 
image and saves it on a file; the second one, called “put.gra”, uses the same 
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list to read all the files saved by “get.gra” and provides the fast replay of the 
images on the screen. In this way, even if the “graf.? program is very slow in 
drawing the whole screen (this is the actual situation for complex images), the 
final animation will however be very fast. 

Thus when we have all the frames saved on disk, we execute “put.gra” to visualize 
the animation on the screen and finally record the whole animation on a VCR 
(Video Cassette Recorder) using the VGA-AVera (VGA-Audio Video convertER) 
board for converting from the VGA graphics format of the PC to the PAL format 
of the VCR. 

4. Visualization and Examples 

We start by showing the evolution of the system with temperature. In practice 
ten snapshots at each temperature are enough for our purpose. When visualii..ig 
in 3D the N particles in the simulation box it is rather difficult to perceive their 
orientations at a glance and their cooperativity. Moreover, use of solid shapes to 
represent the particles and removal of hidden lines tends to obscure a large number of 
particles and to give a “realistic” rather than physically important representation. 
We have thus chosen to plot each particle as a line segment, and to show the 
projection in a viewing (Xz) pl ane, with z defined by the preferred orientation in the 
system. As the particles reorient, their length changes, but this is once more not easy 
to appreciate. We have therefore decided to colour code orientations, as shown in the 
top right palette of the figures where the colour of each particle denotes its alignment 
with respect to the director or to another suitably chosen orientation. This colour 
coding proves quite successful in conveying the required physical information. For 
instance, it shows at a glance the formation of domains along a certain direction as 
regions of a certain colour. The representation of the numerical observables (Cc or 
(Pz)) is shown alongside the rendering of the configurations, dividing the display in 
two areas. 

4.1. Lebwohl-Lasher lattice model 

The first case presented is the representation of an 8 x 8 x 8 LL lattice with periodic 
boundary conditions; there are 512 segments plotted inside a cube. Before writing 
to the screen, the 512 molecules are globally reoriented in order to have the average 
preferred direction along the Z axis. In this way we can use, for all configurations, 
the same colour code in each frame of the sequence and we can appreciate the change 
of order immediately. As already mentioned we have divided each frame into two 
parts: on the right we have the qualitative representation expressed through the 
colour coding, and on the left the quantitative one with the numerical values and 
diagram. The current temperature and the value of the second rank order parameter 
(Pz) is also reported (top left). The behaviour of this quantity compared with the 

aVGA-AVer is a trademark of ADDA TECHNOLOGIES, Inc. 
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temperature is also drawn on a diagram that is updated with a new point when a 
new temperature is presented. We see in Fig. 1 (top) that at low temperatures all the 
molecules tend to be well aligned with the director (high (&) and the same colour, 
blue in our palette). As the temperature increases more colours appear, i.e., more 
orientations become populated and eventually the whole set of colour orientations 
is represented as the system crosses the phase transition (Fig. 1, bottom plate). 
The full sequence is repeated plotting another thermodynamic observable, the heat 
capacity Cc, against temperature. At the transition the order parameter goes to 
zero and the heat capacity has a peak. 

4.2. Cluster Monte Carlo update 

As mentioned earlier, we have developed a new technique to reduce the effects of 
the small lattice size when trying to simulate a bulk sample.4 We use an additional 
layer of particles, or ghosts, responsible for the interactions with the molecules near 
the border of the lattice. Thus we have, in the example shown for this latter case, 
512 particles plus 384 “ghosts”. The system of particles inside the cube evolves 
as usual whilst the ghost molecules are updated only when needed, i.e., when the 
average orientational order of the particles inside becomes different from that of the 
ghosts beyond a statistically significant level.4 

We show an example of CMC configurations in Fig. 2 for two temperatures below 
the transition (top and middle) and one above (bottom). The colours (orientations) 
inside and outside the sample box (dotted line) are the same not point by point, as 
with PBC, but only on average. 

Thus the update of the ghost orientations is relatively slow in comparison with 
the changes inside the cube. A complete temperature sequence, as for PBC simu- 
lation, is shown in the video. The observables plotted alongside the configurations 
are the heat capacity (as in Fig. 2) or, respectively, the order parameter (P~)L re- 
ferred to the laboratory 2 axis, and thus to an average rather than instantaneous 
director.4 This shows that the change taking place in molecular organization and in 
the observables is sharper, i.e., that the transition is now more easily appreciable. 

4.3. Simulations of spherical samples 

As an illustration of the usefulness of the molecular visualization developed here, we 
present an application for the simulation of sub-micron size liquid crystal droplets 
dispersed in polymers. These recently developed systems promise to be extremely 
useful in display applications’3-‘5 and are of fundamental interest as model systems 
for the study of topological defects. l6 The molecular organization inside the droplets 
can be strongly influenced by varying the properties of the polymer outside and the 
preparation method, i.e., the boundary conditions at the droplet surface. These in 
turn will influence the orientation of molecules near the surface and the aligning 
effect will tend to propagate inside the droplet. In general, there will be competition 
between the molecular orientation induced by the surface boundary condition, the 
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ordering effects of the liquid crystal itself owing to the molecules trying to arrange 
themselves parallel to each other, and the disordering effect of temperature. The 
resulting molecular organization for a certain boundary condition will depend up 
on a number of factors, including the strength of the surface interaction, the tem- 
perature and so on, so that it is not easy to predict it with microscopic theories and 
even, especially for the smaller sizes, to investigate it experimentally. Monte Carlo 
simulations can be a particularly effective tool for predicting the combined effect 
of these factors without resorting to continuum theory, whose applicability on such 
small scales is not obvious, and we have begun to investigate this systematically.g 
Here we report an animation of a droplet with radial boundary conditions. Our 
model droplet is an irregular sphere, obtained from a cubic lattice, consisting of all 
the molecules falling within a given distance from the centre. Clearly our sample 
is not exactly spherical, even though it becomes more and more so as the droplet 
size increases, but true microdroplets in the polymer will hardly be spherical at 
very small sizes. The particles at the cubic lattice sites interact through the at- 
tractive nearest neighbours Lebwohl-Lasherll pair potential introduced earlier and 
the boundary conditions are mimicked assuming a layer of outside particles with an 
orientation fixed with the long axis aligned in the direction of the droplet centre. 
The interaction between these boundary molecules and theinternal ones is assumed 
to be similar to that in Eq. (2) 

ui,j = -fijJP2(COS/3ij), (3) 

but with a scaling factor J determining the strength of the surface coupling with 
respect to the internal one. In the example presented here we show instantaneous 
equilibrium configurations both as perspective views (Fig. 3) and as equatorial 
sections (Fig. 4) h s owing the orientations of the droplet particles together with the 
fixed external ones. 

In the first animation (Fig. 3) we show a temperature scan of droplet config- 
urations. We have represented the orientation with a colour code, similar to the 
previous LL model, except for the molecules defining the boundary orientations 
that have all been given the same (white) colour. Moreover, we have defined the 
colour in terms of a “radial orientation” so that molecules pointing toward the cen- 
tre are blue and their colour changes as their orientation deviates from the radial 
direction. This choice has been made because molecules here tend, at least at low 
temperature, to point on average towards the centre, rather than aligning parallel 
to a common axis. We can quantify this tendency with a radial order parameter 

(4) 

where N is the number of particles contained in the sphere, Zi is the direction cosine 
of the ith particle, and r’i is its radial vector. 
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The left part of the picture in Figs. 3 and 4 shows the radial order parameter 
and its variation with temperature. It is clear from the uniform colour that at 
low temperature the molecules actually adopt a hedgehog configuration. As the 
temperature is increased orientational disorder starts to propagate from the centre 
of the droplet and eventually reaches the surface. This is even more apparent in 
Fig. 4 where a section showing the configuration of the equatorial plane as seen 
from the .z axis is shown. Other even more complex situations, e.g., those obtained 
from weak anchoring (i.e., low J) can be usefully studied9 by visual inspection. 

5. Conclusions 

We have developed a simple package for representing collections ofinteracting 
molecules such as configurations produced by Monte Carlo or Molecular Dynam- 
ics simulations. Colour coding of orientations and simultaneous presentation of 
numerical values of relevant observables proves effective in illustrating changes of 
molecular organization resulting from a phase transition or from surface effects. 

Acknowledgments 

This work is partially supported by MURST and by CNR (Rome). 

References 

1. See, for example, Application of the Monte Carlo in Statistical Physics, ed. K. Binder 

(Springer-Verlag, 1984). 
2. C. Zannoni, in The Molecular Physics of Liquid Crystals, ed. G. R. Luckhurst and G. 

W. Gray (Academic Press, New York, 1979), ch. 9. 
3. U. Fabbri and C. Zannoni, Mol. Phys. 58, 763 (1986). 
4. C. Zannoni, J. Chem. Phys. 84, 424 (1986). 
5. C. Chiccoli, P. Pasini and C. Zannoni, Liquid Crystals 2, 39 (1987); ibid. 3, 363 (1988). 
6. C. Chiccoli, P. Pasini and C. Zannoni, Physica 148A, 298 (1988). 
7. C. Chiccoli, P. Pasini, F. Biscarini, and C. Zannoni, Mol. Phys. 65, 1505 (1988). 
8. F. Biscarini, C. Chiccoli, P. Pasini, and C. Zannoni, Mol. Phys. 73, 439 (1991). 

9. (a) C. Chiccoli, P. Pasini, F. Semeria, and C. Zannoni, Phys. Lett. A150, 311 (1990); 
(b) Mol. Cryst. Liq. Cryst. 212, 197 (1992). 

10. P. G. de Gennes, The Physics of Liquid Crystals (Oxford Univ. Press, 1974). 
11. P. A. Lebwohl and G. Lasher, Phys Rev. A6, 464 (1972). 
12. GRASP, “The Graphics Animation Software for Professionals”, Version 3.5, Paul Mace 

Software, Ashland, OR. 

13. J. W. Doane, N. A. Vaz, B.-G. Wu, and S. Zumer, Appl. Phys. Lett. 48, 269 (1986). 
14. G. Chidichimo, G. Arabia, A. Golemme, and J. W. Doane, Lip. Cryst. 5 , 1443 (1989). 

15. P. S. Drzaic, J. Appl. Phys. 60 , 2142 (1986). 
16. (a) N. Schopohl and T. J. Sluckin, J. Physique 49, 1097 (1988); (b) H. Mori and H. 

Nakanishi, J. Phys. Sot. Jpn. 57, 1281 (1988); (c) E. P enzenstadtler and H.-R. Trebin, 

J. Physique 50, 1027 (1989). 










