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A chirality index for investigating protein

secondary structures and their time evolution
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Abstract

We propose a methodology for the description of the secondary structure
of proteins, based on assigning a chirality parameter to short aminoacid
sequences according to their arrangement in space at a certain time. We
validated the method on ideal and crystalline structures, showing that it can
assign secondary structures and that this assignment is robust with respect
to random conformational perturbations. From the values of the index and
its pattern along a sequence it is possible to recognize many structural motifs

of a protein, and in particular poly-L-proline II left-handed helices, often not
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detected by secondary structure assignment algorithms.

Assigning an instantaneous chirality index to the fragments also allows the
dynamics to be studied. With this purpose, molecular dynamics simulations
were carried out in water for selected Hemoglobin (110 ns) and Immunoglob-
ulin antigen fragments (50 ns), showing the capability of the chiral index in
identifying the stable secondary structure elements, as well as in following

their time evolution and conformational changes during the trajectory.

1 Introduction

The analysis and assignment of the secondary structure of proteins is a cen-
tral problem in biophysics and algorithms designed for this purpose are indis-
pensable tools not only for the assignment and classification of newly derived
native protein structures but also for all the computational techniques that
aim at structural predictions on the basis of the primary sequences, multiple
sequence alignment and related statistical studies of local properties like sol-
vent accessibility and native contacts. The first key contribution in the field
was probably that of Ramachandran [1,2], correlating the native distribution
of the -N-C,- and -C,~C- dihedral angles (¢, 1) of constituent aminoacids
in a given sequence to the protein secondary structure. The Ramachandran

map for a sequence of aminoacids is indeed very helpful in the individua-




tion of the existent secondary elements, but it may fail in the case of high
conformational flexibility, which leads to non standard backbone angles, in
particular for peptides [3,4]. To date, the most commonly used and au-
thoritative secondary structure determination program is the “Dictionary of
Protein Secondary Structures” (DSSP) [5]. The DSSP relies on an algorithm
based on hydrogen bond patterns involving the C=0 and N-H backbone
atoms, neglecting the ¢ and 1 dihedral angles and classifying qualitatively
the structure in eight classes. Despite its effectiveness, this choice does not
help in the detection of small deviations of the backbone dihedral angles from
the ideal structure, which may be important for the biological function of a
protein. Furthermore, the DSSP analysis is known to be error—prone in the
exact detection of the edges of a given motif [6]. An improvement which
tries to address some of these limitations, such as the absence of description

of thermal fluctuations present in experimental structures, is DSSPcont |7

which performs a continuous assignment of secondary structure by calculat-
ing weighted averages with different hydrogen bond thresholds.

More effectively, STRIDE [8] considers, in classifying secondary struc-
tures, both hydrogen bond patterns and backbone dihedrals. Many other
variants and different criteria, like alpha carbon distances and angles, have
been proposed over the years (see e.g. [9-12]), all achieving a high global

agreement among them and with the PDB classification (higher than 80%).

Notwithstanding this success, further improvement would be important in
the case of non-standard conformations strongly departing from ideal back-
bones (the “twilight zone” [9]), like the ones obtained by NMR experiments,
and in particular polyproline IT structures [13, 14].

Despite the intrinsic chiral nature of aminoacids and of many motifs, to
our knowledge quantitative measurements of chirality have never been pro-
posed as criteria in the field of protein structure analysis, with the notable
exception of a variant of Go-like folding models [15]. In the present study
we wish to fill this gap, suggesting the use of a local chirality index that
varies continuously as the conformation changes and that aims to provide a
quantitative answer to the question “how chiral is a molecule?” [16]. Such an
index must be invariant under similarity transformation, change sign upon
reflection and be null for symmetric objects [17]. In particular chiral in-
dices which are derived from the disposition in space of the atoms of a given
molecule [18-21] have proved to be useful in the attempt of relating molec-
ular structure with macroscopic properties, such as helical pitch [22], helical
twisting power [23,24] and facial diastereoselectivity [25]. In the following,
we adopt the scaled chiral index of Solymosi et al. [21] for the analysis of
the conformation of ideal backbones and real proteins, showing that local
symmetry measurements can actually give reliable information of protein

secondary structure.




2 Chirality calculation on ideal structures

A simple indicator of the conformational chirality of a molecule can be written
down as a pseudoscalar combination of three molecule fixed vectors, analo-
gously to the calculation of a dihedral angle. The idea of calculating molec-
ular chirality from atomic coordinates is akin to a generalization of simple
models of optical activity, in which a third rank tensor based on dipolar in-
teraction products appears. In that case (see ref. [18] for details) the vectors
are related to electronic transitions, but defining the tensor as a purely ge-
ometrical entity and reducing it to second-rank on the basis of symmetry
arguments, Osipov et al. [18] identified in its trace a pseudoscalar quantity
useful for determining molecular handedness. A scaled version of this index
was subsequently introduced to facilitate the comparison between molecules

of different size [21], leading to the following expression:

4! T X Tr) - Pal(vs i) (vje - v
T > ’le”lijk’lUl[( Y kl)‘ ld('” — ]i?( i Tw) (1)
3N all permutations of ('r ij rjk”l) Tl
2,5,k l=1..N

where i, j, k, | are four of the N atoms belonging to the molecule, r,, are
interatomic distance vectors, w;, w;, wg, w; are suitably chosen weights for
each atom, and n and m are arbitrary integers. This index is commonly

employed in a dilatation-invariant form with n = 2 and m = 1, [21,23-25],

while the weights are set to unity (dimensionless form) or to atomic masses

(recalling the Cahn-Ingold-Prelog rules).

To apply this index to the analysis of protein secondary structures, some
adjustments are necessary. Iirst, since the structural motifs represent a local
property of a small group of aminoacids, it is not very meaningful to consider
in the calculation the chirality between all possible sets, getting a single value
for the whole protein as in equation 1. Thus, we decided to focus only on
backbone atoms (N, C, and C) and to calculate the chiral index for sequences
of connected atoms of length N,. Secondly, we introduced in eq. 2 a cutoff
radius to avoid the computation of unnecessary long-range terms, that give

a negligible contribution to the overall chirality.
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Considering the secondary structure a local geometry—dependent prop-
erty of a small number of connected aminoacids, we studied the variation
of the average GNs — 1/(3Ng — N, + 1) Zii‘f’Na“ G*Ne | as function of the
number of backbone atoms N,, choosing the values of this parameter and of
the cutoff distance 7. that maximize the local sensitivity for ideal backbones

composed of 40 residues. For this purpose, the cutoff distance was increased

until the stability of GN* values was achieved, as we obtained for ., greater




than 10 A. In practice we have chosen a cutoff of 12 A, that is appropriate
for an extension of the analysis to side chain atoms and should comprise all
the possible aminoacid native contacts [26]. The value of N, which allows
the best differentiation of the secondary structures is 15, corresponding to

five consecutive residues.
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Iigure 1: A backbone composed of 15 atoms (Nr—5 residues). For N,—9,
the sequence of atoms contributing to the calculation of G*Me is indicated,

starting from atom a = 6.

In building ideal secondary structures, we took into account binary or
quaternary periodicity on the backbone angles (¢,1): (=677, —41°) for «
helix [27], (—49°, —26°) for 3o helix [28], (—67°, —59°) for 7 helix [27], (—60°,
—30°, —90°, 0°) for type I 8 turns [29], (—=75°, 147°) for PPII helix [30] and
(—130°, 130°) for sheets regions [31], while the w angles were kept fixed to
the trans value of 180°. Although Type I 5 turn conformation is not periodic
in proteins, involving generally only 4 consecutive residues, we considered it

periodic for ease of comparison with the other motifs.

In Figure 2 we report the behavior of the G index for ideal structures
along the backbone, calculated with N, = 15 and r. = 12 A. Different
patterns are clearly distinguishable: in particular, the right handed « helix,
type I 8 turn and 34 helix possess negative chiral index values, which exhibit
the correct periodicity when moving along the backbone. Furthermore, the
left handed helix of poly-T-proline II shows a positive sign of chiral index, in
accord with its opposite handedness with respect to the other helices. The 3
sheets structure, having a flat shape and symmetric ¢ and v dihedrals, shows
a chiral index close to zero, as well as the 7 helix, which shows negative values
approaching zero (¢ and 9 respectively —67°, —597). In summary we see that
the various important motifs can be all assigned and differentiated on the

basis of their intrinsic chirality.

3 Chirality of crystalline protein structures

After this preliminary study, we analyzed a set of seven real protein struc-
tures, collected from the Protein DataBank, containing the most important
structural motifs. We chose the chain A of hemoglobin (pdb code 2MHB), as
a globin representative a protein, and again for helix structures, we analyzed
the avian prion globular domain (pdb code 1U3M), which contains three «

helices [32] and ubiquitin (pdb code 1D3Z), with one « helix. Concerning




turn and sheet regions, we studied respectively the chain A of immunoglob-
ulin antigen (pdb code 1REI), previously included in the DSSP data set [5],
and serine protease, a turn rich protein (pdb code 1HPJ). Model peptide
systems for 35 helix (pdb code 1LB0) and poly-L-proline (pdb code 1JMQ
51-60) were also taken from the protein databank.

The helix of hemoglobin (5-18) and the helices 2 and 3 of avian prion
protein (Figure 3), show the G pattern typical of ideal o helices, while for
avian prion protein helix 1, G values reveal imperfections in the helix back-
bone, as also suggested by secondary structure prediction algorithms [33].
In fact, the index shows irregularities in the first few residues, assuming the
values typical of an « helix only after the sixth (Iigure 3). The abundance
of a helices can also be visually noticed looking at the G values along the
backbone of hemoglobin (Figure 4 [a]), with the motifs helix-turn-helix and
a high positive peak due to the presence of residues with ¢ and v values
typical of poly-T-proline 11, in the region after residue 90. Like hemoglobin,
also for avian prion globular domain (Figure 4 [b]), it is easy to distinguish
the different secondary structures along the backbone, like the three helices
followed by turns, the positive peaks around residues 140 and 175 and after
residue 200, due to at least one residue adopting poly-L-proline conforma-
tion. The zero (G values suggest the presence of 3 sheets, quite evident in the

plateau region centered at residue 169. Ubiquitin (Figure 4 [¢]) has only one

helix, and in fact only one region with negative periodic fluctuations of G is
present, while at least four S-sheets can be identified; serine protease (Figure
4 [d]), possesses a high number of turn regions, detectable from the sudden
alternation of negative and positive peaks, which are instead only negative
for 31p helices (cf Figure 3), being constituted by at least three residues.

Concerning the § sheet-containing peptides (Figure 5 [a-b]), the analy-
sis appears to be more difficult, because these structures occur in proteins
with parallel or antiparallel regions formed by groups of residues far away
in the protein sequence. Consequently further investigations, like hydrogen
bonds screening, should be carried out in these cases to match the sequences.
However, the plateaus at zero values of GG generally help in identifying such
structures.

As previously said, the chiral index is very sensitive to poly-L-proline
dihedrals: a positive peak underlines in fact that at least one aminoacid with
PPII structural motif is present in a given protein region. Concerning the
G of the model poly-L-proline peptide (fragment 51-60 of 1JMQ) reported

in Figure 5 b

, a good overlap between the PPII ideal structure and the
PPII model peptide results in the 3-5 region. After residue 5 the G values
of 1JMQ drop as they take into account residues 7 and 8 which are not
in PPII conformation. A full detection of PPII structure using DSSP-like
algorithms is hampered because prolines do not form hydrogen bonds and
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although adopted also by other aminoacids, its extended conformation (9.3 A
pitch) does not allow a well definite hydrogen bond pattern; therefore PPII
regions are usually misclassified as loop or coils [14]. The sensitivity of G
to PPII chirality seems important for a better identification of this class of
structures. For a visual comparison with DSSP classification, we also report
in Figures 4 and 5 the DSSP sequence assignment: we see that in all cases the
qualitative agreement between the two indices is good, confirming the ability
of the G index for discriminating secondary structures of real proteins.

To summarize the relation between chirality values and secondary struc-
ture, in Figure 6 we report the cumulative G distributions among all the
structures analyzed in this section. The histogram shows clearly four max-
ima, corresponding to Type I 8 turn/3;y helix, o helix, 3 sheets and PPII
respectively, which all present G values close to the ones of the ideal struc-
tures (blue dots in IFigure 6), and reveals the approximate content of these
motifs in the data set. Even if necessarily limited by our particular choice
of proteins and peptides, this finding suggests the possible use of such distri-
butions for a quick similarity check between two protein structures or data

sets.

4 Stability of the chirality index

In the last section we have investigated the behavior of the chiral index for
single structures of ideal and real proteins. Here, instead, we want to test
the performance of the method in response to random thermal fluctuations
and to conformational changes. This is important as in analyzing real struc-
tures, particularly in solution, fluctuations are unavoidable. To mimic this
condition, we have studied the effects of a gaussian noise in the backbone
angles values, altering the secondary structure periodicity. To this end, we
have randomly built 2000 configurations for each type of secondary structure,
extracting their ¢ and ¢ from a gaussian distribution centered on the ideal
¢ and ¢ values (see section 2) and from these, we have evaluated the overall
average standard deviation of the chiral index as a function of the gaussian
half-height amplitude 7 (Table T). We report in Table I such standard devi-
ations with the a helix and poly-L-proline 11 structures showing the highest
ones, thus the chirality of these two structures is more sensitive to backbone
variations with respect to others. In general, the index does not seem overly
sensitive to a random perturbation of the dihedral angles and thus appears
to be sufficiently robust to follow the fluctuations of the protein structure
during a computer simulation, without being disrupted by thermal noise.

As a final inspection of the applicability of the chirality index analysis we




wish to test secondary structure assignment in the more realistic situation of
a protein in water, where the geometry fluctuations or possibly, the confor-
mation changes, are also caused by the interaction with the solvent at certain
thermodynamic conditions. Thus we have performed two rather long molec-

ular dynamics runs

34): a 110 ns simulation of a fragment of hemoglobin,
and a 50 ns simulation of a fragment of immunoglobulin antigen, in which a
sheet-turn-sheet motif is present. Both simulations were run in water using
ORAC 4.0 code [35] and the Amber94 force field (FF) [36]. Cubic boxes con-
taining the protein chain and 484 water molecules for hemoglobin, and 1359
for the immunoglobulin fragment, were used with periodic boundaries and
isothermal-isobaric conditions [37] (P=1 atm, T=300 K). Temperature was
controlled using a Nosé-Hoover thermostat [38,39] and the SPC model [40]
was used for water. An r-RESPA multiple time-step algorithm with a poten-
tial subdivision specifically tuned for proteins [41] was used for integrating
the equations of motion, using an overall time step equal to 10 fs.

As we can see from Figure 7 [a], the negative periodic pattern of the chiral
index is retained during the simulation of hemoglobin, reflecting the fact that
its helical structure is not disrupted. Indeed the time behavior during the
simulations of G for selected residues (Figure 8 [a,d]), shows that the chiral
index is stable in an ensemble of configurations fluctuating around the same
secondary structures, i.e. that folding/unfolding does not happen. More

13

interestingly, in the case that major conformational changes occur, as for the
1RET immunoglobulin antigen 1-30 fragment (Figure 7 [b]), the chiral index
gives precious indications about the different conformational states that the
fragment explores, detectable from the different values adopted by G during
the time evolution (Figure 9 |a,d]). The comparison with the instantaneous
DSSP classification in Figures 8 and 9 confirms the qualitative agreement
between the two indices and the greater capabiliy of G in quantifying even

small structural changes in time.

4.1 Chirality index dynamics and folding

Having established the link between chirality index and motif of a certain
fragment, it is important to make full use of the fact that, differently from
DSSP, the chiral index is a continuous dynamical quantity that can be em-
ployed to assess average structural changes during the simulation rather than
just visually examine them along an individual trajectory. To this end we in-
troduce a time correlation function between the chiral index of two fragment

a, b, expressed as follows:
) = (GHO)G(), 3)

and a normalized version:

b (GUOGRE)
X () = (GHO)GH0)) ()
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The normalized correlation has the advantage of bringing all the various
fragment, correlation in the same range, facilitating the comparison of time
evolutions: values that remain close to one and slowly decaying indicate
strong correlation, while functions reaching rapidly zero are proof of fast,
uncorrelated motions. However the initial value is of course important, as it
allows to distinguish the type of secondary structure. We used these equa-
tions for the calculation of auto—correlation functions, namely with a = b
in equations 3 and 4, reported in Figures 10 and 11 for hemoglobin and
immunoglobulin respectively. Cross—correlation functions x“*(t) and x4°(t),
were also calculated for selected residues, and their time behavior is shown

in Iligures 12 |al, |[b] and 13 [a

, [bl. In particular, examining the helix of
hemoglobin we find that both the auto and cross—correlations functions have
high values in the internal core of the helix structure while in the N-terminal

domain the memory of the initial configuration is rapidly lost (I'igures 10 [a

[b]) and 12 [a], [b]. This can be noticed from the asymptotic trend towards

1 of the functions X?\g,gz’ X)\H‘[” and X?\?’y, centered on residues 10 and 15 re-

spectively, which correspond to the internal core (Figure 10 [a], [b] and 12 [a

[b]). More interestingly, a transition between « and 3¢ helix is also observed
in residue 5, corresponding to X;7 This is shown both by the decrease of the
auto—correlation functions (Figures 10 [a], [b]) and by the variation of the
index during the time, which exhibits evidently the transition approximately
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after 40 ns for G” (Figure 8 [¢]). The N-terminal region alternatively is un-
structured, or assumes turn conformations, as seen from the negative peaks
in the G value reported in Figures 8 [a],[b]; this is also shown by overlapping
the structures obtained from MD simulations (Figure 10 [c]).

Concerning the IREI immunoglobulin fragment, high flexible and un-
structured regions are present. A multiple transition between coil-sheets—
coil-turn—3;¢ and rarely « helix, occurs in residue 6, understandable from
the variation of G index during the time (Figure 9 [a]) and from the auto-
correlation functions in Figure 11 [a],[b], where three minima and one shoul-
der for the sheets—coil transition at 20 ns, are present. The other sheet region,

centered at residue 23, becomes unstructured ((Iigure 9 [c

), consequently
the functions show a fluctuating behaviour, as underlined from IFigure 11 [a]
and more evidently in Figure 11 [b]. Residue 10 (Figure 9[b]) shows values of
G typical of turn, coil and interestingly, of polyproline II at 35 ns, whose pres-
ence was confirmed with a check of backbone dihedral values, while residue
26 is in a less flexible region of the peptide (cf Figure 9 [d]). This is also con-
firmed by the auto correlation functions reported in IFigure 11 |al,|b] showing
both a flat shape. The cross—correlation functions of immunoglobulin frag-
ment reported in Figure 13 [a],[b] show uncorrelated regions, thus pointing
to high dynamical states.

Even if the time scale of the simulations performed does not allow a
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complete exploration of the conformational space of these long peptides, and
only a few exchanges between the most probable structures are sampled, the
functions introduced here seem to be able to effectively quantify the time
correlation between the different structures and between different regions of

a given protein.

5 Conclusions

We have introduced a geometrical chirality index G (see eq.2) that can be
easily calculated from the instantaneous conformation of a certain protein
fragment [43].

This index assumes well defined values for the typical secondary structure
elements and, differentiating from other methods, is particularly effective in
detecting polyproline 11 motifs. We have shown that the index is robust
towards random perturbations of the structures and that is stable for long
molecular dynamics trajectories that conserve the motif. On the other hand,
following the evolution of fragments chirality in time and its correlation offers
a direct possibility of monitoring protein conformational changes and we have
shown this analyzing 110 ns and 50 ns—long runs for selected hemoglobin and
immunoglobulin segments.

We believe that the index proposed here can be a powerful tool in comple-
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menting existing structure assignment algorithms, in following folding and
misfolding processes for proteins in solution [44, 45], and in particular in

capturing the early stages of these extremely important processes.
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Figure 3: Chiral index, 7, along the backbone, for a helices belonging to different
proteins: [a]: hemoglobin 1-18 helix, [b]: ChPrP helix1, [c]: ChPrP helix2, |d|:
ChPrP helix3, [e]: ideal o helix, [f]: ideal 31p helix, [g]: ideal Type I 2 turn, [h]:
1LBO0 310 helix model peptide, [i]: polyalanine 7 helix. Type I 3 turn, 315 and =
helices are shown as comparison for ChPrP helix 1, which shows imperfections in

the N-terminal region. 25
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Figure 4: Chiral index, G, along the backbone for different crystalline proteins.
Typical secondary structures, with the negative periodicity concerning the o he-
lices, and with the G typical values for the other secondary structures (cf figure
2) are casily identified. The DSSP assignment is also plotted as the numeric code:

310=0, turn=1, bend=2, bridge=2.5, =3, sheets=4, coil=5.
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Figure 5: Chiral index behavior for model peptides: [a] Immunoglobulin antigen
1-30 1REI (3 sheet 4-7 and 22-25); [b] 1JMQ (poly-L-proline II between residues
3-6). The DSSP assignment is plotted according to a number code which mimics

the variation of G (310=0, turn=1, bend=2, bridge=2.5, a=3, sheets=4, coil=5).
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Figure 6: G distributions among the proteins and peptides analyzed in this work.

The typical GG values of the ideal structures are shown with blue dots.

aos

an

-0.10

T HEMOGLOBIN1-18 11608
HEMOGLOBIN 1-18 PDB

VYV YA

3 4 5 6 7 8 9 10 11 12 13 14 1
residue number

010
Qo0s -
Q00 -
!
005 -
010 -

5 10 15 20 25 30
residue number [b}

Figure 7: Standard deviations of G among hemoglobin 1-18 [a] and 1REI 1-30 [b]

configurations. It is worth to note the persistence of the chiral index inside the

average configurations for hemoglobin, while in the 1REI immunoglobulin antigen

1-30 fragment the crystal structure is not retained during the simulation. As

comparison the ¢ from PDB and from the trajectories is shown.
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Figure 8: Time dependence of G for the fragments 4, 5, 10, 15 of hemoglobin 1-18
helix. The conversion from « helix to 31p helix is underlined from the lowering of
the G index ( residue 5, G” [b]); the coil-turn transition is evident from the conver-
sion to negative peaks (residue 4, G*)[a]; the rigid core could be noticed from the
constant G values [c],[d]. The DSSP assignment is plotted according to a number
code which mimics the variation of G (310=0, turn=1, bend=2, bridge=2.5, a=3,

sheets=4, coil=5).
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Figure 9: Time dependence of G for the fragments 6, 10, 23, 26 of immunoglobulin
antigen 1-30 fragment. The conversion from sheets to coil, turn and 31 helix is
underlined from the lowering of the G index and few typical values of a helix are
also detected at around 31 ns (residue 6, G'° [a]); PPII values can be individuated
by the high positive peak present at 35 ns (residue 10, G?2)[b]; the sheets con-
formation (residue 23, G [c]) can be distinguished from the values approaching
zero and the transition to unordered states can be detected from the oscillations
to positive and negative values near zero. The less flexible core could be noticed
from the constant G values (residue 26, G™) [d]). The DSSP assignment is plot-
ted according to a number code which mimics the variation of G (310=0, turn=1,

bend=2, bridge=2.5, a=3, sheets=4, coil=5).
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Figure 10: [a] Auto—correlation functions of the chiral index for residues 4, 5, 10,
15 of hemoglobin 1-18. [b] Auto—correlation functions scaled with the square of
G*(0). x** (residue 4) shows the unordered N-terminal region; ™" (residue 5)
shows clearly the transition between a helix and 319 helix; x?222, x3737 (vesidue
10 and 22 respectively) underline a rigid core in « helix for the fragment 10-18. [c]:
VMD visualization [42] of the 1-18 hemoglobin helix, which underlines a flexible

N-terminal region (turns are shown in cyan and coils in gray) and a rigid core

structure adopting « helix, shown in violet.
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Figure 11: [a] Auto-correlation functions of the chiral index for residues 6, 10, 23,
26 of immunoglobulin antigen 1-30 peptide. [b] Auto—correlation functions scaled
with the square of G*(0). x'%1V (residue 6) shows two minima for the coil-sheets,
222 (

coil-turn transitions and one shoulder for the sheets—coil transition; y residue

10) shows clearly the two transitions between coil and 319 helix; %1% (residue
23) underlines a less correlation in the trajectories, due to unordered dihedrals,
X7 (residue 26), underlines a less flexible core. [c]: VMD visualization [42] of
the 1-30 immunoglobulin antigen fragment, which underlines a flexible structure.

For residue 6 it can be noticed the transition from sheets to 31y helix; (turns are

shown in cyan, coils in gray, sheets in yellow, a helix in violet and 314 in pink).
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Figure 12: [a] Cross—correlation functions of the chiral index for residues 4, 5,
10, 15 of hemoglobin 1-18. [b] Cross—correlation functions scaled with the square
of G*(0). The cross correlation clearly shows the presence of the rigid core for
residue 10-15, namely the internal core of the helix and a less correlation between

the central core and the N-terminal region.
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Figure 13: [a] Cross—correlation functions of the chiral index for residues 6, 10,
23, 26 of immunoglobulin antigen 1-30 fragment. [b] Cross-correlation functions
scaled with the square of G*(0). The cross correlations reveal a strong loss of
correlation in the secondary structures adopted by the immunoglobulin antigen

1-30 fragment, thus showing a high flexibility explored by the 1REI peptide.






